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Agenda TodayAgenda Today

2:00 - Introduction to Globus, current 
experience, and near term plans
– Jennifer Schopf, ANL

2:30 - OGSA-DAI
– Amy Krause, EPCC

2:50 – GridWay
– Ruben Montera, Madrid

3:10 - Open Discussion Time

3:30 - end
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What is a Grid?What is a Grid?

Resource sharing
– Computers, storage, sensors, networks, …

Coordinated problem solving

Dynamic, multi-institutional virtual orgs
– Community overlays on classic org structures

– Large or small, static or dynamic

Why is this hard?
– Lack of central control

– Shared resources

– Communication and coordination
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So Why Do It?So Why Do It?

Computations that need to be done with a 
time limit

Data that can’t fit on one site

Data owned by multiple sites

Applications that need to be run bigger, 
faster, more

Size and/or complexity of the problem 
requires that people in several 
organizations collaborate and share 
computing resources, data, instruments
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For Example:For Example:
Digital AstronomyDigital Astronomy

Digital observatories provide online 
archives of data at different wavelengths

Ask questions such as: what objects are 
visible in infrared but not visible spectrum?
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For Example: For Example: 
Cancer BiologyCancer Biology

http://www3.cancer.gov/cancercenters/centerslist.html
http://images.google.com/imgres?imgurl=www.nature.com/nsu/010215/images/mouse.jpg&imgrefurl=http://www.nature.com/nsu/010215/010215-1.html&h=152&w=159&prev=/images%3Fq%3Dmouse%26svnum%3D10%26hl%3Den%26lr%3D%26ie%3DUTF-8%26sa%3DN


7

Facilities
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Implementation
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For Example:For Example:
Bioinformatics Bioinformatics 

Public PUMA 
Knowledge Base

Information about 
proteins analyzed 
against ~2 million 
gene sequences

Back Office
Analysis

Millions of BLAST, 
BLOCKS, etc., on
OSG and TeraGrid

Natalia Maltsev et al., http://compbio.mcs.anl.gov/puma2
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Cardiff

AEI/Golm

Birmingham•

Reliable Wide Area Data Reliable Wide Area Data 
ReplicationReplication

Replicating >1 Terabyte/day to 8 sites
>30 million replicas so far
MTBF = 1 month

LIGO Gravitational Wave Observatory

www.globus.org/solutions
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The Role of the GlobusThe Role of the Globus

A collection of solutions to problems that 
come up frequently when building 
collaborative distributed applications
Heterogeneity
– A focus, in particular, on overcoming 

heterogeneity for application developers

Standards
– We capitalize on and encourage use of 

existing standards (IETF, W3C, OASIS, GGF)
– GT also includes reference implementations 

of new/proposed standards in these 
organizations
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Globus is an Hour GlassGlobus is an Hour Glass

Local sites have an their own 
policies, installs – heterogeneity!
– Queuing systems, monitors, 

network protocols, etc

Globus unifies
– Build on Web services 

– Use WS-RF, WS-Notification to 
represent/access state

– Common management 
abstractions & interfaces Local heterogeneity

Higher-Level Services
and Users

Standard GT4
Interfaces
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Globus and Globus and dev.globusdev.globus

Globus software is organized as several 
dozen “Globus Projects”
– Projects release products

Each project has its own “Committers”
– Committers are responsible for governance on 

matters relating to their products

A “Globus Management Committee”
– provides overall guidance and conflict 

resolution

– approves the creation of new Globus projects
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http://dev.globus.org

Guidelines
(Apache
Jakarta)

Infrastructure
(CVS, email,

bugzilla, Wiki)

Projects
Include

…



14

Globus Software: Globus Software: dev.globus.orgdev.globus.org
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Globus Software: Globus Software: dev.globus.orgdev.globus.org
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GT4 Core FunctionalityGT4 Core Functionality

Reference implementation of WSRF and WS-N functions
Naming and bindings (basis for virtualization)
– Every resource can be uniquely referenced and has 

one or more associated services for interacting
Lifecycle (basis for resilient state management)
– Resources created by svcs following a factory pattern
– Resource destroyed immediately or scheduled

Information model (basis for monitoring & discovery)
– Resource properties associated with resources
– Operations for querying and setting this info
– Asynchronous notification of changes to properties

Service groups (basis for registries & collective svcs)
– Group membership rules and membership 

management
Base fault type
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WSRF WSRF vsvs XML/SOAPXML/SOAP

The definition of WSRF means that the Grid 
and Web services communities can move 
forward on a common base
Why Not Just Use XML/SOAP?
– WSRF and WS-N are just XML and SOAP
– WSRF and WS-N are just Web services
Benefits of following the specs:
– These patterns represent best practices that 

have been learned in many Grid 
applications

– There is a community behind them
– Why reinvent the wheel?
– Standards facilitate interoperability
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Globus SecurityGlobus Security

Control access to shared services
– Address autonomous management, e.g., 

different policy in different work-groups

Support multi-user collaborations
– Federate through mutually trusted services

– Local policy authorities rule

Allow users and application communities to 
set up dynamic trust domains
– Personal/VO collection of resources working 

together based on trust of user/VO
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Organization A Organization B

Compute Server C1Compute Server C2

Compute Server C3

File server F1
 (disks A and B)

Person C
(Student)

Person A
(Faculty)

Person B
(Staff) Person D

(Staff)
Person F
(Faculty)

Person E
(Faculty)

Virtual Community C

Person A
(Principal Investigator)

Compute Server C1'

Person B
(Administrator)

File server F1
 (disk A)

Person E
(Researcher)

Person D
(Researcher)

Virtual Organization (VO) ConceptVirtual Organization (VO) Concept

VO for each application or workload

Carve out and configure resources for a 
particular use and set of users 
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GT4 SecurityGT4 Security

Public-key-based authentication

Transport- and message-level 
authentication (trans. is faster so default)

Extensible authorization framework based 
on Web services standards
– SAML-based authorization callout

– Integrated policy decision engine
> XACML policy language, per-operation policies, 

pluggable
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Security ToolsSecurity Tools

Basic Grid Security Mechanisms
Certificate Generation Tools
Certificate Management Tools
– Getting users “registered” to use a Grid
– Getting Grid credentials to wherever they’re 

needed in the system

Authorization/Access Control Tools
– Storing and providing access to system-

wide authorization information

Credential management service
– MyProxy (One time password support)
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GRAM GRAM -- Basic Job Basic Job 
Submission and Control ServiceSubmission and Control Service

A uniform service interface for 
remote job submission and 
control
– Includes file staging and I/O 

management
– Includes reliability features
– Supports basic Grid security 

mechanisms
– Available in Pre-WS and WS

GRAM is not a scheduler.
– No scheduling
– No metascheduling/brokering
– Often used as a front-end to 

schedulers, and often used to 
simplify metaschedulers/brokers
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GT4 WS GRAMGT4 WS GRAM

2nd-generation WS implementation 
optimized for performance, flexibility, 
stability, scalability

Streamlined critical path
– Use only what you need

Flexible credential management
– Credential cache & delegation service

GridFTP & RFT used for data operations
– Data staging & streaming output

– Eliminates redundant GASS code
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Execution Management: Execution Management: GridWayGridWay

Ruben will discuss this in a little while
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GT4 Data ManagementGT4 Data Management

Stage/move large data to/from nodes
– GridFTP, Reliable File Transfer (RFT)

– Alone, and integrated with GRAM

Locate data of interest
– Replica Location Service (RLS)

Replicate data for performance/reliability
– Distributed Replication Service (DRS)

Provide access to diverse data sources
– File systems, parallel file systems, 

hierarchical storage: GridFTP

– Databases: OGSA DAI
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GridFTPGridFTP

A high-performance, secure, reliable data transfer 
protocol optimized  for high-bandwidth wide-area 
networks
– FTP with well-defined extensions
– Uses basic Grid security (control and data channels)
– Multiple data channels for parallel transfers
– Partial file transfers
– Third-party (direct server-to-server) transfers
– Reusable data channels
– Command pipelining

GGF recommendation GFD.20
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GridFTP in GT4GridFTP in GT4

100% Globus code
– No licensing issues

– Stable, extensible

IPv6 Support

XIO for different transports

Striping multi-Gb/sec wide area transport

Pluggable
– Front-end: e.g., future WS control channel

– Back-end: e.g., HPSS, cluster file systems

– Transfer: e.g., UDP, NetBLT transport

p g
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Reliable File Transfer:Reliable File Transfer:
Third Party TransferThird Party Transfer

RFT Service

RFT Client

SOAP 
Messages

Notifications
(Optional)

Data
Channel

Protocol 
Interpreter

Master
DSI

Data
Channel

Slave
DSI

IPC
Receiver

IPC Link

Master
DSI

Protocol 
Interpreter

Data 
Channel

IPC
Receiver

Slave
DSI

Data 
Channel

IPC Link

GridFTP Server GridFTP Server

Fire-and-forget transfer

Web services interface

Many files & directories

Integrated failure recovery

Has transferred 900K files
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OGSAOGSA--DAIDAI

Web services interface for accessing 
structured data resources

Amy Krause is speaking later
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Monitoring and Discovery SystemMonitoring and Discovery System
(MDS4)(MDS4)

Grid-level monitoring system used most often for 
resource selection
– Aid user/agent to identify host(s) on which to run an 

application

Uses standard interfaces to provide publishing of 
data, discovery, and data access, including 
subscription/notification
– WS-ResourceProperties, WS-BaseNotification, WS-

ServiceGroup

Functions as an hourglass to provide a common 
interface to lower-level monitoring tools
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Standard Schemas
(GLUE schema, eg)

Information Users :
Schedulers, Portals, Warning Systems, etc.

WS standard 
interfaces for 
subscription, 
registration, 
notification

Cluster Monitors
(Ganglia, Hawkeye,
Clumon, Nagios)

Services Data File Scraping

Queuing Systems
(PBS, TSF, etc)

Aggregation:
Index Service
Trigger service
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Globus ToolkitGlobus Toolkit
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GT2 GT2 vsvs GT4GT4

Pre-WS Globus is in GT4 release
– Both WS and pre-WS components (ala 

2.4.3) are shipped

– These do NOT interact, but both can run on 
the same resource independently

Basic functionality is the same
– Run a job

– Transfer a file

– Monitoring

– Security

Code base is completely different
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Why Use Web ServiceWhy Use Web Service--Based GT4?Based GT4?

Performance and reliability
– Literally millions of tests and queries run against GT4 

services

Scalability
– Many lessons learned from GT2 have been addressed 

in GT4

Support
– This is our active code base, much more attention

Additional functionality
– New features are here
– Additional GRAM interfaces to schedulers, MDS 

Trigger service, GridFTP protocol interfaces, etc

Easier to contribute to
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Versioning and SupportVersioning and Support

Versioning
– Evens are production (4.0.x, 4.2.x), 

– Odds are development (4.1.x)

We support this version and the one 
previous
– Currently we’re at 4.0.4 (as of 23 Feb. ‘07) 

so we support 3.2 and 4.0

– We’ve also got the 4.1.1 development 
release available (26 March ’07)
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Several Possible Next VersionsSeveral Possible Next Versions

4.0.5 – stable release
– 100% same interfaces, bug fixes only
– Expected in 1-2 months?

4.1.x – development release(s)
– New functionality
– Expected every 6-8 weeks (due in about 3)

4.2.0 - stable release
– When 4.1.x has “enough” new functionality, and is 

stable

– Underlying q’s with WS-A/WSRF/WS-N spec upgrade

– Perhaps summer, to be discussed gt-dev@globus.org
5.0 – substantial code base change
– With any luck, not for years :)



38

Globus Incubator ProjectsGlobus Incubator Projects
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Incubator Process in Incubator Process in dev.globusdev.globus

Entry point for new Globus projects
Incubator Management Project (IMP)
– Oversees incubator process form first 

contact to becoming a Globus project
– Quarterly reviews of current projects
– Process being debugged by “Incubator 

Pioneers”

http://dev.globus.org/wiki/Incubator/ 
Incubator_Process
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Current Incubator ProjectsCurrent Incubator Projects
dev.globus.org/wiki/Welcomedev.globus.org/wiki/Welcome# # 

Incubator_ProjectsIncubator_Projects
Distributed Data 
Management (DDM)
Dynamic Accounts 
Gavia-Meta 
Scheduler
Gavia- Job 
Submission Client
Grid Authentication 
and Authorization 
with Reliably 
Distributed Services 
(GAARDS)
Grid Development 
Tools for Eclipse 
(GDTE) 

Portal-based 
User Registration 
Service (PURSe) 
ServMark
SJTU GridFTP 
GUI Client 
(SGGC) 
UCLA Grid Portal 
Software (UGP) 
WEEP
Cog Workflow
Virtual 
Workspaces

GridShib
Grid Toolkit Handle 
System (gt-hs)
Higher Order 
Component Service 
Architecture (HOC-
SA) 
Introduce
Local Resource 
Manager Adaptors 
(LRMA)  
Metrics 
MEDICUS
Open GRid OCSP 
(Online Certificate 
Status Protocol)

http://dev.globus.org/wiki/Welcome#Incubator_Projects
http://dev.globus.org/wiki/Welcome#Incubator_Projects
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How Can You Contribute?How Can You Contribute?
Create a New ProjectCreate a New Project

Do you have a project you’d like to 
contribute?

Does your software solve a problem you 
think the Globus community would be 
interested in? 

Contact incubator-committers@globus.org

Contact me! I’m at OGF through Thursday 
and happy to help you out 
jms@mcs.anl.gov

mailto:incubator-committers@globus.org
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Contribute to an Existing ProjectContribute to an Existing Project

Contribute code, documentation, design 
ideas, and feature requests

Joining the mailing lists 
– *-dev, *-user, *-announce for each project

– See the project wiki page at dev.globus.org

Chime in at any time

Regular contributors can become 
committers, with a role in defining project 
directions

http://dev.globus.org/wiki/How_to_contribute
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Our Next StepsOur Next Steps

Expanded open source Grid infrastructure
– Virtualization

– New services for data management, 
security, VO management, troubleshooting

– End-user tools for application development

– Etc., etc.

Some infrastructure work
– How outside projects can join the Toolkit

– Expanded outreach program (outreach@globus.org)

And of course responding to user requests 
for other short-term needs
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I should mention some open positionsI should mention some open positions……..

Scientific research programmer, Grid computing 
research and applications (requisition # 075544)
Computer systems programmer, grid computing 
research and applications for workflow (requisition 
# 075338)
Software and senior software developers 
(requisition #075287 and 074800)
Open Science Grid coordinator of education, 
outreach and training (requisition # 075427)

http://jobs.uchicago.edu/, click "Job Opportunities" 
and search for requisition number listed
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For More InformationFor More Information

Jennifer Schopf
– jms@mcs.anl.gov

– http://www.mcs.anl.gov/~jms

Globus Main Website
– http://www.globus.org

Dev.globus
– http://dev.globus.org
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